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Abstract
Research purpose: Regional-scale landslide susceptibility map with high accuracy is useful for landslide risk reductions through land-use planning 
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. The main objective of this research is to propose and verify a novel soft computing ensemble methodology approach for rainfall-induced landslide susceptibility mapping, with a case study at the Quy Hop area of Vietnam. 

Research methodology: A novel soft computing ensemble methodology approach proposed in this study is a hybrid of the Fuzzy Unordered Rule Induction Algorithm (FURIA) and the Bootstrap Aggregating ensemble. The FURIA and the Bootstrap Aggregating (Bagging) ensemble are current state-of-the-art methods that have not been considered for the assessment of landslide susceptibility. First, a spatial database for the study area was constructed from various sources using ArcGIS 10.1. The database consists of  (i) ten landslide causative factors (i.e., slope, slope length, aspect, curvature, valley depth, stream power index (SPI), sediment transport index (STI), topographic wetness index (TWI), topographic roughness index (TRI), soil type, and lithology) and (ii) a landslide inventory map with 145 landslide locations. Second, these landslide locations were randomly partitioned into two subsets with a ratio of 70:30 for the training of landslide models and the model validation 
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, respectively. Predictive abilities for these causative factors were quantified using Support Vector Machine and the 10-fold cross-validation technique. Finally, the performances of the resulting models were assessed using the Receiver Operating Characteristic (ROC) curve, classification accuracy, Kappa statistics, and several statistical evaluation metrics [5, 6]. Besides, the result is compared with other ensemble frameworks such as AdaBoost and MultiBoost. Furthermore, McNemar’s test was applied to confirm significant statistical differences in the prediction performances among the machine learning ensemble models in this study.

Research findings:
The result shows that the proposed ensemble model has a high degree of fit with the training data with the classification accuracy is 94.02 %. The slope is the most important factor, with the average merit is 11.7. Using validation data, the prediction capability of the resulting model is good with an area under the ROC curve is 79.8%, the classification accuracy is 74.32%, and Kappa statistics is 0.487 (Table 1). Overall, the performances of the proposed classifier ensemble model are better than the other models in this study. Therefore, it can be concluded that the proposed classifier ensemble model is promising for landslide susceptibility mapping. The result of this study may be useful for land use planning in landslide-prone areas. 
